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SCIENTIFIC AND PRACTICAL PROBLEMS OF AUTOMATION
OF THE KAZAKH ORTHOGRAPHY THROUGH THE METHOD OF MODELING

Abstract. The rapid development of digital technologies, including the emergence of the Internet, led to a radical
change in the communicative landscape of the 20th century. The possibility of constant access to the Internet, as well as the
use of applications for the exchange of instant messages online gave an impetus to the formation of a new digital language,
the development of a new language environment. Currently, the Kazakh language entered the digital space and the life force
of the Kazakh language was formed in the virtual space. In this regard, an inventory of knowledge related to the Kazakh
language was carried out and the development of Kazakh language resources in the virtual space was put on the agenda.

Automation of orthography is the process of using computer programs and tools to check the spelling of words in a
text. This allows one to automatically correct spelling errors and reduce the time spent on text editing. Innovative functions
require the development of a formal language model. And for formal modeling of orthography, first of all, it is necessary to
conduct an inventory of knowledge related to orthography, to identify difficulties in spelling. Currently, scientists of the
Institute of Linguistics named after A. Baitursynuly are conducting research within the framework of the program-targeted
financing project “Automatic recognition of Kazakh text: development of linguistic modules and IT solutions”. As a part of
the research, linguistic resources are differentiated and analyzed, allowing to automatically correct errors in word spelling.

The article analyzes in detail the automation of knowledge related to orthography, scientific and practical problems of
its automatic representation, modeling of knowledge related to Kazakh orthography, definition of model concepts, common
types of modeling, types of modeling used in automation. Also, for the automation of Kazakh orthography, types of
modeling using phonetic-phonological and orthographic distinctive signs are proposed, the stages of automation of Kazakh
orthography are described.

Keywords: orthography, automation, model, modeling, orthogram.

H.C. Omipsxkanosa,' JI.A. CaabIk’

Ypunonorus FeUILIMAAPLIHBIH KaHauaaTel, Haszapbaes ynusepcureri,
Kazakcran, Acrana K., e-mail: nazira.amirzhanova@mail.ru
aBTOP-KOPPECIIOHACHT, JOKTOpaHT, On-Papadu atbiHAarel Ka3zak YITTHIK YHUBEPCUTETI,
Kasakcran, Anmartsr K., e-mail: sadyk _didar@mail.ru

2

MO/JIEJBAEY 9JIICI APKBLIBI KAZAK EMJIECIH ABTOMATTAHIABIPYIBIH
FBUIBIMU-TIPAK TUK AJIBIK MOCEJIEJIEPI

Annatna. [udpnblKk TEXHONOTHSIAPIBIH, KApKbIHABI JaMybl, COHBIH ILIIHIE WMHTEPHETTIH maina Oomybl XX
FachIpJiaFbl KOMMYHUKAIMSIIBIK JIaHAIADTTRIH TyOereilsni e3repyiHe okesi. IHTepHeTKe TypakThl KOJI XKETKi3y MyMKIHJIIT1,
COH/Iali-aK OHJIAIH Typle Keaen xabap aliMacy KOCHIMIIAJIapbliH MaiiialiaHy *aHa UQPIBIK TULIIH KalbIITaCybIHA, KaHA
TUIIIK OPTaHbIH AaMmybiHa cepriH Oepai. Kasipri ke3me kazak Tuti mdpiblK KEHICTIKKE €Hill, Ka3ak TUTIHIH BHPTYaIIbl
KEHICTIKTErl OMIpIIeHIrl HbicaHFa anblHAbl. OChbIFaH OailIaHBICTBI Ka3aK TLTiHE KAaTBICThI OLTIMIEp TYTeHAENII, Ka3ak
TUTIHIH BUPTYaJIbl KEHICTIKTET1 PeCypCTapblH 33ipiiey KYH TOpTiOiHE KOMBUIIBL.

OpodorpadusHbl aBTOMATTaHABIPY — OYJI MOTIHJIET] CO3/IEPAiH EMIIECIH TEKCepy YIIiH KOMITBIOTEPIIiK Oaraapiamaniap
MeH Kypanmapnabl maiinamany mpoueci. by ce3mepmiH >ka3pUTybIHOAFBl KaTelepi aBTOMATTHI TYpIe TY3eTyre MYMKiHIIK
Oepesli JKoHE MOTIHII OHAEYr'e KETeTiH YaKbITThl a3aitanpl. VIHHOBAIMSIBIK MYMKIHIIKTED TULAIH (QopManabl MOJETiH
azipiieyi Taman ereqi. A opdorpadusHs GopMaIEl MOICIBIACY YIIH €H alfapiMeH opdorpadusra KaTeICTHl OUTIMICPII
TYTeHAeYy, eMJlelleTi KUBIHIBIKTapabl capanay KakerT. Kazipri xesme A.BaiiTypchiHynbl ateiHgars! Tl OLTiIMI HHCTUTYTHI
ranpiMaapel «Kasak MOTiHIH aBTOMATThl TaHy: JMHTBUCTHKAJIBIK MOAynbaep MeH IT-mremrimmep o3ipiemeci» arThl
OarapaManbIK-HbICAaHATBl KapXKbUIAHIBIPY jk00a asChlHOa 3epTTey JKYPri3inm Kenmemi. 3epTTey aschblHOa CO3IEpIiH
JKa3bUIYBIHIAFBI KaTeJIep i aBTOMATThI TypJe TY3eTyre MyMKIHIIK OepeTiH TIIIIK pecypcrap capaiaHy, TallaHy YCTiHJE.
Ocblran OaiylaHbICTBl Maxanaga opgorpadusra KaTbICThl OiTiMIepAl aBTOMATTAHIBIPY, OHBI aBTOMATTHI TaHBITYIbIH
FBUIBIMU-TIDAKTUKAIIBIK ~ Macenenepi, Kazak opdorpaduschiHa KaThICTBl OUTIMIEpAlI alrOpUTMAEY  TYCIHIKTEPiHIH
AHBIKTAMAChI, KCH TapajiFaH MOJENbJACY TYpJepi, aBTOMATTAHIBIPYJa YCTAHBUIATBIH MOJICNBACYAIH THUITEPi JKaH-KAKTHI
tangananpl.  CoHpah-ak  Kasak  opdorpadusachlH  aBTOMATTAHABIPY  YINIH  (DOHETHKA-(POHOJOTHMSIIBIK  JKOHE
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opdorpaMManapAbiH  alBIPBIMIBIK OeNriyiepi apKbUIBl MOJAENBACYIIH TYpJiepl YCHIHBUIBIN, Kazak opdorpadusichH
ABTOMATTaH/IBIPYIBIH KE3eHJepl CHITaTTasIa/Ibl.
Tipek ce3aep: opdorpadus, aBTOMaTTaHIBIPY, MOAEINIb, MOJENbBAELY, opdorpaMmma.
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HAYYHO-ITPAKTUYECKHUE INTPOBJIEMbI ABTOMATHU3ALIUN
KA3AXCKOH OP®OTI'PA®UU ITOCPEJICTBOM METOJIA MOJAEJIMPOBAHUA

AnHoranusi. CTpeMUTeIbHOE Pa3BUTHE LU(PPOBBIX TEXHOJIOTWH, B TOM 4YHCIIE MOSBJICHUE WHTEPHETA, MPHUBEIO K
paavKaTbHOMY U3MEHEHHI0O KOMMYHUKaTHBHOTO NaHamadra XX Beka. Bo3MOXKHOCTh MOCTOSTHHOTO JIOCTYIIa B UHTEPHET, a
TaKKe HCIOJNB30BaHWE IPUWIOKEHHH Uil oOMEHa MIHOBEHHBIMH COOOIIEGHHMSAMH B PEKHME OHJAHH OalId TOTYOK K
(hopmupoBaHKIO HOBOTO HU(POBOTO S3bIKA, PA3BUTHIO HOBOH SI3bIKOBO# cpesibl. B HacTosiee BpeMst Ka3aXCKHUil S3bIK BOIIE
B I1(poBoe MPOCTPaHCTBO, CHOPMHUPOBATACH JKM3HECIOCOOHOCTh KA3aXCKOTO s3blKa B BUPTYalbHOM IPOCTpaHCTBe. B
CBSI3U C 3TUM IPOBEACHA WHBEHTApU3alMs 3HAHMM, KacCaOIIMXCS Ka3aXCKOro s3blKa, M IIOCTABJIEHa HA IOBECTKY MIHS
pa3paboTKka pecypcoB Ka3axCKOr'o A3bIKa B BUPTYaJIbHOM IIPOCTPAHCTBE.

Apromaruzanus opdorpaguu — 3TO MPOLECC HCHOJIB30BAHUS KOMIBIOTEPHBIX HNPOTPaMM M HHCTPYMEHTOB IS
NPOBEPKH MPaABONUCAHMSA CIIOB B TEKCTE. JTO MO3BOJIAET aBTOMATHYECKH MCIPABIATH opdorpapudeckue OIUOKH H
COKpamiaTh BpeMs, 3aTpadMBacMOe Ha peIaKTHpPOBaHWE TeKcTa. VIHHOBAIlMOHHBIE (QYHKIUK TpeOyloT pa3padOTKH
(hopMabHOM SI3BIKOBOM MOAeNU. A st popMaIbHOTO MOJEeIHpoBaHus opdorpaduu mpexiae Bcero HeoOX0AUMO IIPOBECTH
WHBEHTAPH3AIMIO 3HAHUH CBS3aHHBIX ¢ opdorpaduei, BBLACINT, TPYIHOCTH B IPaBONICAaHNH. B HacTosIiee BpeMs ydeHbIe
NuctutyTa A3bIK03HAHMS MMEHU A.BaliTypchIHYJIBI NPOBOAAT MCCIEAOBAaHMS B paMKax MPOEKTa MPOrpaMMHO-IIETIEBOTO
(mHaHCHpOBaHUST «ABTOMAaTHYECKOE DPAaclo3HABaHHME Ka3aXxCKOTO TEKCTa: pa3paboTKa JIMHTBUCTHUECKHX Moxyied u IT-
pemienuit». B pamkax uccnenoBanus auddepeHIMpPYIOTCS W aHAIU3UPYIOTCS JIMHTBHCTHYECKUE PECYPCHI TTO3BOJISIFOLINE
ABTOMATHYECKH MCIPABIISATH OIINOKY B HAITCAHHUU CJIOB.

B crarse mospoOHO aHATM3UPYIOTCSl aBTOMATH3alMs 3HAHWH, CBS3aHHBIX ¢ opdorpadueli, HaydyHble U MPaKTHIECKUE
npoOieMbl €e aBTOMAaTH4eCKOro MpEICTaBIICHUs, MOJEIUpPOBAaHHE 3HAHWM, CBS3aHHBIX C Ka3axckoil opdorpaduei,
oInpenieNieHue MOJIENbHBIX TMOHATHH, paclpoCTpaHEHHbIE BUABI MOAEIMPOBAHUSA, BUIBI MOJEIUPOBAHMS, UCIIOJIb3YEMbIE B
aBTOMaru3auuu. Takke s aBTOMarTu3allMu  Ka3axcKoi opdorpaduu  MpeayioKEeHbl BUABI  MOJEIHPOBAHHS C
UCIIONIb30BaHNEM  (DOHETHKO-(POHONIOTHYECKUX M Op(OrpaMMHBIX  OTJIUYUTENBHBIX MPU3HAKOB, OIUCAHBI  ATaIbl
aBTOMATH3aIlMU Ka3aXxCKoi opdorpadum.

KunioueBblie cioBa: opdorpadusi, aBTomMaru3sanysi, MoJiellb, MOJITTMPOBaHUE, opdorpamma.

Introduction

Nowadays, the issue of automatizing the culture of the written Kazakh speech is being considered,
and the data related to the graphics and orthography of the Kazakh language is accumulated. This
necessity is borne, firstly, out of increasing the livability of the Kazakh language in the virtual space
and, secondly, out of improving the process of obtaining linguistic data through utilizing contemporary
technological advancements.

There is no compensation for the request to transfer Kazakh texts on paper into electronic format,
processing, obtaining various information, increasing the number and quality of electronic textbooks
and content. Compared to a scanned graphic file, the electronic format is ideal: it reduces losses on
information storage, distribution, use of the document, and allows to realize all possible scenarios of
analysis. There are such programmes in active use, for example ABBYY FineReader. But, despite the
fact that their algorithms are effective, printed, handwritten English characters obtained in the database
are inadmissible for recognition of Kazakh alphabet characters. Therefore, to begin with, it is important
to provide spelling automation for the recognition of Kazakh texts with built-in linguistic modules: they
"penetrate” into the electronic text, including information of interest to the consumer on the elements of
the text.

To automatize Kazakh orthography, it is necessary to develop the base of linguistic algorithms
and models. It is only through models that one can create textual editors, autocorrecting tools, and
programs of analysis and synthesis. Hence the orthographic models may serve as a material for creating
a technology of the new methods of error prevention and identification.

173 © A.BaiitypchHyibl aTbiHAAFB! T OiTiMi HHCTHTY THI


http://www.tiltanym.kz/
mailto:nazira.amirzhanova@mail.ru
mailto:sadyk_didar@mail.ru

ISSN 2411-6076, eISSN 2709-135X TILTANYM Ne2 (94) 2024 https://mww.tiltanym.kz

Materials and methods

To automatize the Kazakh orthography, conceptual assumptions and works of Kazakh
grammotologists are taken into consideration. In particular, the works of such prominent professors as
R. Syzdyq, N. Uali, and Q. Kuderinova are taken as a basis.

Apart from such commonly scientific methods as modeling, algorithm creation, analysis,
differentiation and generalization, and compiling, the methods of distributive analysis, formal linguistic
analysis, and orthographic modeling are utilized. Orthographic modeling has become quite a significant
method of scientific cognition and research. The method of modeling is used in every science, on every
stage of scientific cognition; its heuristic power is immense. The mentioned power is identified through
the following: via this method, it is possible to ease the difficult, to turn the invisible into visible and
intangible into tangible, the unknown into known — hence the method allows to study a complex
phenomenon in a thorough and multifaceted way.

Literature review

The issue of automatizing the orthography is viewed in relation to the fields of computational,
applied, and mathematical linguistics and to the method of modeling which is widespread in these
fields. Modeling a language is the process of creating a compressed and abstract variant of a language
which serves for researching various linguistic phenomena. A model may be presented as a scheme, a
mathematical formula, or as a computer program. Linguistic modeling is usually utilized in researching
phonetics, morphology, syntax, and semantics. It provides linguists with an insight into how language
works and how its elements interact.

Modeling is the process of creating models which are necessary for researching and analyzing a
system. Linguistic modeling is helpful for automatic translation, cognizing a word, analyzing a text,
creating virtual helpers and other natural language processing applications. Also, linguistic modeling is
useful in studying language and its structure, and developing new theories related to linguistic
phenomena.

A model is a simplified form which aids in analyzing and comprehending complex processes.
Hence modeling refers to creating linguistic models which aid in analyzing and comprehending
linguistic phenomena. These models consist of algorithms which help to understand the language
through statistical, semantic, or syntactical methods.

Creating linguistic models is extremely necessary for analyzing texts, studying grammatical rules,
encompassing the research of lexical interrelations and other linguistic phenomena, and preserving the
literacy in the virtual space. Apart from preserving literacy, modeling is significant for developing
computer programs which are capable of synthesizing speech and recognizing speech, translating texts,
analyzing text content and even creating new texts. Thus, linguistic modeling may be used for studying
the language and its structure. This helps linguists and other researchers create new theories related to
linguistic phenomena and develop exact versions of language. In general, linguistic modeling is a
significant tool for researching and analyzing natural language. It may be used to create computer
systems and study the language and its structure.

A model refers to demonstrating a concrete object or process in a compressed and exact way. A
model is a prototype developed for a computer. Various models of the same object may be developed.
For instance, in automatizing orthographic knowledge, different modes of modeling may be utilized. In
other words, a model can be described as creating an abstract or written plan of performing a certain
activity. Hence modeling refers to creating a scheme of objects and processes.

In linguistics, there are various scholars who study modeling. For instance, one may note Noam
Chomsky, an American linguist who created the theory of generative grammar and who utilized
modeling for language research. Noam Chomsky is a prominent linguist who contributed to the field of
linguistic modeling. Studying generative grammar theory, he claimed that a language relies on certain
rules, and the number of correct sentences can be increased through these rules. N. Chomsky believed
his theory to allow for better understanding of linguistic phenomena and easing the process of learning
foreign languages (Chomsky N., 2000).

George Lakoff is an American linguist who utilized modeling to study metaphors. He suggested a
conceptual theory which describes how we use well-known notions and images to comprehend new or
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intangible ideas. G. Lakoff claims that metaphors are not only the means of furnishing the speech, but
also the main tool through which we think and understand the world. Also, the scholar modeled
metaphors, showing their usage in different spheres starting with politics and ending with science. For
instance, he showed how the metaphor “life is game” is utilized in different contexts to describe the
situations requiring strategic thinking and risk-taking. Additionally, he studied the metaphor of
“emotions” and identified its influence on our understanding of emotions and their representation. G.
Lakoff examines the traditional method of linguistic modeling and proves its excessive formality and its
omission of context and cultural differences. The scholar suggests the use of flexible and contextual
modeling methods which consider the interrelation of language and thinking, and claims that metaphors
are utilized not only for colorizing the speech, but also for comprehending the world (Lakoff, 1996).

Another notable name is Richard Montague, an American scholar who studied the issue of
linguistic modeling in its relation to semantics. He is known for developing semantics and utilizing
modeling for studying the meaning of words and sentences. The scholar also created the linguistic
model based on the ideas of categorization and types theory. Richard Montague, studying lexemes and
identifying the main principles of modeling them, makes the following assumptions:

1. A language can be described as a collection of semantic units (lexemes) which refer to specific
notions.

2. Every lexeme has a variant which defines its syntactical and semantic function in a sentence.

3. A sentence consists of lexemes interconnected through logical operators and quantitative links.

4. The meaning of a sentence is defined via the meaning of every lexeme that constitutes its
structure and context.

Richard Montague applies these findings to the automatic analysis and generation of natural
language texts. The scientist creates a system of formal semantics that allows to accurately determine
the meaning of a sentence. He argued that only such an approach can ensure accuracy and reliability in
automatic language processing. One of Richard Montague's main works on this topic is called
Language, Thought and Reality.

One of the scholars who studied the theory of modeling and drew unique conclusions is Martin
Kay. The scholar made several assumptions related to modeling. Namely:

“1. Modeling is an important scientific tool which allows to exactify and verify the hypothesis.

2. Modeling might come in multiple forms: from mathematical models to computer modeling.

3. Itis important to understand that models do not depict reality fully, but only reflect it partially.

4. Modeling might lead to comprehending complicated processes, but it may also lead to mistakes
and erroneous conclusions” (Martin, 2000).

Another scholar who examined the theory of modeling is David Black. In his work, Black reviews
the issues of modeling in science and answers the questions related to how mathematical models are
utilized in linguistics and how they are connected to reality.

Along with the mentioned scholars, the names of S.I. Arkhangelskiy, V.V. Yermilova, and
M.Vortofskiy can be noted in relation to automatizing and modeling language. S.I. Arkhangelskiy
studied the theory of modeling and divided it into simple and complicated, schematic and discrete
(Arkhangelskiy, 1980; Yermilova, 2001). S.I. Arkhangelskiy notes that every modeling process requires
preparation and demonstrates that the schematic model is the best for modeling language-related
knowledge. At the same time, M. Vortofskiy claims that modeling is not only collecting knowledge, but
also “creating future” (Vortofskiy, 1988).

In the language automatization field of Kazakh linguistics, the names of Q. Bektayev,
A.Zhubanov, A. Zhanabekova can be noted. Q. Bektayev developed the frequency dictionary of Kazakh
syllables and introduced the pioneering field of Kazakh linguistics through utilizing the methods of
analysis and synthesis of language materials. As a result, computational linguistics, applied linguistics,
mathematical linguistics and other such disciplines became a part of Kazakh language studies. A.
Zhubanov is among the scientists who studied the applied and mathematical sides of language and made
unique assumptions in the field of automatization. A. Zhubanov claims: “The process of finding
necessary information is being carried out via traditional (non-automatic) methods. However, it is
proven that using such methods of retrieving information produces negative influence on the scholar’s
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time efficiency. For instance, as statistics shows, the user of traditional methods spends 80 percent of
their time on finding, analyzing, and selecting the necessary data. For these reasons, the innovations in
the field of data service require new methods of processing linguistic data” (Zhubanov, 2012). Indeed,
the issue is relevant. Contemporary linguistics requires new inquiries and new methods of automatizing
language.

According to the findings of the above-mentioned scientists, the concept of linguistic model first
appeared in structural linguistics. We would like to say that concepts of model and modeling are often
used in language teaching as well as in applied linguistics because modeling creates analytical
capabilities.

Results and discussions

The cognitive-linguistic base of Kazakh orthography has been forming for centuries. The
cognitive-linguistic base includes orthological tools (dictionaries, spelling rules, manuals). These tools
serve as the resource of automatizing the orthography, thus helping write certain words and expressions
correctly. The resources are helpful for verifying the spelling and grammar (proper utilization of
grammatical rules and entering corrections in case the word combination is written erroneously), for
auto-completion (in order to be able to finish the words and word combinations correctly), and for
translation (to translate words and word combinations into other languages).

Modeling can be implemented in the form of a formula, table, writing in words, block diagram.
Scientists divide it into two types depending on its usage: verbal and schematic. If the sequence of
actions to be performed is given in words or sentences, this is counted as verbal modeling. Verbal
modeling can be used for Kazakh punctuation. And schematic modeling is effective for spelling.

In order to model Kazakh orthography, it is necessary, first of all, to determine the types of
invariants, variants, and variations in the theory of phonology, secondly, to find the position of the
orthogram, differential signs of orthograms, and its variants, and thirdly, to propose types of modeling
depending on the type and kind of orthogram. This system is the main linguistic goal for the automation
of Kazakh orthography.

The linguistic basis of developing orthographic modeling is studied in relation to identifying the
invariant phoneme in the theory of phonology. In Kazakh phonology, it is possible to create phonetic-
phonological models which serve as the main and primary stage of orthographic modeling, based on the
theoretical conceptions of N. Uali (Uali, 1993) and Z. Bazarbayeva (Bazarbayeva, 2008).

The invariant phoneme is represented by a letter. When it comes to variants (6acwer — 6awuist)
and variations (xamwer — xamuwt) Of the invariant, they are only audial, not visually represented.
Automatizing orthography requires clarifying variant and variation phenomena. The reason is, writing
does not take into account the additional phonic meanings, i.e., variants of the phonemes which appear
due to their positional and combinatory changes. Such positional and combinatory changes of sounds
and their auxiliary meanings are the characteristic of speech only. Due to the omission of such linguistic
tendencies in writing, orthographic difficulties arise. That is why we believe it is necessary to create
phonetic-phonological and orthographic models while identifying the shades of phonemes in weak
positions. This is the base of automatizing orthography.

Phonetic-phonological model is identified via the triad letter-phoneme-sound. As an example, the
phonemes a and .z can be shown.

Table 1 — Phonetic-phonematic modeling

Ne | letter phoneme sound phonation inscription
1 a a [a] [xapa] Kapa (look/black)
[4] [ximdn] ximan (book)
[orcditindy] olcainay (summer pastures)
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Continuation of the table 1

2 H H [H] [man] mar (morning)
(W] [m'en] mey (equal)
[n7 [mon’] moy (frost)
[8°] [m yy 'y’ myHin (get disappointed)

The model above helps identify variants and variations of every Kazakh phoneme in their weak
positions. This is, beyond doubt, the linguistic-cognitive knowledge necessary for automatization.
Hence this process is the primary work which needs to be done while automatizing Kazakh
orthography. The second stage encompasses such linguistic work as systematizing and complementing
knowledge related to orthography and orthograms. Orthographic knowledge is primarily connected to
orthographic rules. The orthographic rules are developed by the linguistic-cognitive model of any
orthographic difficulties. Orthographic rules are laws which manifest different features of orthograms,
i.e., the definition of graphic signs. The phonemic motivation of the graphic sign of writing is reflected
in the content of any rule of orthography. The unit of spelling rules is included in the phonemic
motivation, as is the unit of orthography. Graphic signs of writing are motivated by the basic shades of
phonemes.

The notions of orthogram and orthographic rule are symmetric. Orthographic rules guide towards
writing correctly and serve for avoiding or preventing difficulties in writing practice. While
automatizing orthographic knowledge, orthographic rules and distinctive features of orthograms are
taken into consideration. That is why, while automatizing the orthographic knowledge, tendencies of
Kazakh orthography, types and kinds of orthograms, their distinctive features, and their variants must be
considered.

The notion of distinctive features of orthograms was used by N.N. Algazina, the scholar in the
field of Russian language teaching methodics, in the middle of the 60s of XX century (Algazina, 87).
She studies distinctive features of orthograms in relation to the issues of attentiveness and agility. In
1970s, M.T. Baranov studied distinctive features of orthograms and defined them as specific signs
which can be encountered within or between words, describing them as the conditions of choice which
lead to proper inscription of words. Thus, distinctive features of orthograms are the signs which depict
the presence of an orthogram within a word or between two words, the signs that show the usage of
rules. Certain (phonetic, phonological, semantic) peculiarities of words are also the features of
orthograms.

Distinctive features of orthograms are evident when a letter and a sound do not correlate in
writing and speaking. Such features are only activated when a word is heard and its letter image comes
to mind simultaneously. Distinctive features of orthograms are demonstrated in the position of
“dangerous” sounds and sound combinations (letters and letter combinations). This poses difficulties
mainly in orthography. Also, to identify the distinctive features of orthograms, it is necessary to be able
to find morphemes and morphemic combinations within words. An artificial intelligence trained to
identify morphemes looks for an orthogram in a programmed way, as the models of how orthograms are
presented in roots, affixes, or between morphemes. Those distinctive features might be described as
common for various orthograms. Apart from common distinctive features, there are certain features
which characterize types or kinds of orthograms. To clarify, we propose the following model of
automatizing orthograms (Table 2).

Table 2 — Modeling orthograms based on their distinctive features

Distinctive orthogrammatic feature of the letter A Distinctive orthogrammatic feature of the letter H

- the phoneme a when it comes between o, ws, i | - when it neighbors the consonants «, &, ¢, x: kapa[n]
(orcatinay (summer pasture), waii (tea)); kany (helplessness), i[y]een (female camel), we[n]een
- writing or omitting the letter a in a compound (claws), ame[n]zep (the tradition of marrying the
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Continuation of the table 2

word (mamaazaw (a stake to which a horse is spouse of a deceased brother), acvi[n]zvin (@ thorny
bound)); bush), b6acmafnjzur (the so-called party of Kazakh
- the letter a sounds like 2 in the second syllable youngsters), oice[njee (sister-in-law), owcapme[njke
(ximan (book) (fair)

Distinctive features of orthograms are an intrinsic component of the content of orthographic rules.
It is crucial to pay attention to this problem when spelling a word. To spell a word correctly, it is
necessary to know, first of all, the orthographic principle, second, the spelling rules, third, orthograms
of a language, their types and kinds, and positions of orthograms within words. Such positions are
identified through the distinctive features. That is, a certain graphic sign in a certain position is formed
through the orthographic rule, on the basis of recognizing an orthogram. That is why this system is the
basis of automatizing. In a nutshell, automatizing Kazakh orthography consist of the following steps
(Scheme 1):

s A

identifying
orthographic
. difficultes
collecting J
material ( )
identifying
orthograms
automatization ) ’ ) .
defining variants
of the orthograms
sorting the sorting the \ J
material orthograms ( )
orthographic
coding

Scheme 1 — Stages of automatization

The process of automatization is directly linked to solving complicated technical problems. For
this reason, this process requires complementing orthographic data and creating a base consisting of
different orthological tools. “Orthographic dictionary of the Kazakh language” will be taken as the
linguistic base of automatizing Kazakh orthography. Several editions of the given dictionary have been
published. Each edition complemented the dictionary and improved its base, and, as is known, variant
words with different inscriptions were eventually codified as one. Among these editions, we chose
“Orthographic dictionary of the Kazakh language” published in 2013.

The orthographic dictionary is compiled to help spell words correctly. Its purpose is to provide
users with the information of how to spell words, including the words with complicated spelling. Also,
the information about using words in different contexts and meanings is provided. Orthographic
dictionaries are utilized to automatize Kazakh-language texts. They encompass the database of words,
the spelling of which is checked within the text. In case the word is spelt incorrectly, the program
suggests correction options. This speeds up the process of writing and processing texts, increases the
grammatical quality of materials, and helps users avoid mistakes when creating texts which increases
the quality of those texts.

The orthographic dictionary plays a crucial role in automatizing the processes which relate to
processing Kazakh texts. They help create text editing programs, messengers and other applications
which involve text, i.e. programming products. The spelling dictionary provides an opportunity of
checking the word inscriptions automatically and suggesting the options of correction. This allows to
accelerate the processes of creating and editing texts and increase the quality of the grammatical design
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of texts.

Apart from the Orthographic dictionary, such issues as creating the database of Kazakh
orthograms and identifying the number of Kazakh orthograms must be taken into consideration when
dealing with the linguistic base of automatizing. The reason is that the artificial intelligence memory
requires not only the database of orthograms, but also their modeled system. The examples are provided

above and below (Table 3).

Table 3 — Base of the orthograms

Orthographic norm Variants of the orthogram Explanation of the orthogram
The words that contain “tanu” (cognition) are written
abaiiTany abaii Tany together. These words, uniting with their initial
component, signify a branch of science or a
discipline, serving as semi-words.
The names of snake types are written together. In
a0KbLIaH 00>KbIIaH, 90 JKbIJIaH, orthoepy, the word “abxpuran” is pronounced as
a0 XplIaH “o0kbUTaH”
When the sound [H] combines with the sounds [r], [F]
a0KplTaHFa a0 KbpIIaHFa in the middle of a word, it is pronounced as [H] but
written as H.
In the words that start with [x], [p], [m], [mM] and
a0bIpoi adpoii contain an open vowel, the closed vowels [b1] and [i]
are not omitted
In the flow of oral speech, the letter b1 is usually
aOBICHIH aOChIH pronounced quickly. In the written form, it is not
omitted as it is significant.
When the sound [H] combines with the sounds [r], [F]
aOBIChIHFA aOBIChIHFA in the middle of a word or at the end of words, it is
pronounced as [H] but written as H.
In practice, there are certain peculiarities of writing
aBaHCaxHa aBaH CaxHa, aBaH caxbIHa, the letters k and x. With relation to the traditional
aBaHCaxbIHA, ayaHCaXHa, norms of orthography, some of such words are spelled
aBaHCAKbIHA, aBaHCAKHA with K (pakmMeT), and the rest with x (caxHa).
The traditional orthographic norm prescribes that the
aBTOOEKeT aBTO OEKeT, ayTOOEKET, letter B in such prefixes as aBto- and eBpo- iS
ayTo Oeker preserved and written together with the main word.

The orthographic database is a specific dictionary that encompasses the information about the
correct spelling of Kazakh words. It is utilized for automatized checking of the spelling in texts and
program products. The orthographic base encompasses the rules of spelling, considering all the words in
a text, all the peculiarities and non-standard usages. The orthographic base is peculiar for its
identification of incorrect orthograms. That is, the orthographic base includes the list of words which
considers their correct spelling and all the possible variants.

The database allows users to identify spelling mistakes quickly and without distortion, providing
opportunities for correction options. The orthographic base is a significant instrument of increasing the
quality of working with texts and speeding the process of operating texts.

The database is constructed via analyzing numerous Kazakh texts. The texts are sourced from
books, journals, newspapers, internet websites, etc. During the construction of the base, it is necessary
to consider the issues of automatic analysis of the text, identification of correct spelling and all the
possible variants of spelling. The base must contain information about grammatical rules.

Creating an orthographic database can be done manually or with the help of special software. In
the first case, linguists analyze texts and create a list of words, taking into account all possible variants.
In the second case, programs that automatically analyze texts and create an orthographic database based
on the received data are used.
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The orthographic database is constantly updated and supplemented with new words and spelling
rules. This is necessary for it to work correctly with new texts and to take into account changes in the
rules of the Kazakh language.

Conclusion

In the automation of Kazakh orthography, several linguistic aspects are considered together. The
first is an inventory of phonetic (composition of vowels and consonants in the Kazakh language, system
of pronunciation, hearing, formation and distinguishing features of each sound from another sound) and
phonological knowledge (identifying the most basic phoneme that distinguishes the meaning,
distinguishing the main and secondary tones (variant/variation) of sounds) necessary to define phonetic-
phonological code types. Second, by sorting words that are difficult to write, it is necessary to determine
the differential signs of orthograms in order to determine the types of orthographic code (finding types
of orthograms from written words). If these two main tasks are fulfilled, the automation of Kazakh
orthography will be on its way.

The fields of phonetics, morphology, vocabulary and syntax are mastered in the practice of
speaking, and the rule of correct writing from a normative point of view requires the conscious use of
special rules. If it is necessary to pay individual attention to language units for the formation of speaking
skills, then writing is based on how to use each language unit and how they are reflected in writing.
Therefore, for artificial intelligence, orthological tools that show the correct spelling of each linguistic
unit (Orthographic dictionary of the Kazakh language, 2013) are also provided. This can be the material
needed to determine the correct spelling of a word in an automatic system, to recognize the meaning of
a word.

The article was written within the framework of the program of the Science Committee MSHE RK
"Automatic recognition of Kazakh text: development of linguistic modules and IT solutions”
(BR18574183)
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